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BALANCING TWO-WAY UNBALANCED DATA WITH REPLICATION 

 

ABSTRACT 

 

Mean Substitution, Regression Estimation, Expectation Maximization and Multiple Imputation techniques were considered for imputing 

missing data in two-way design under the experimental assumption that the missing data follow monotone distribution with varying 

missing data densities. The performance, relative efficiency and suitability of the techniques were evaluated and compared using the 

standard error, the root mean square error and the relative efficiency index as statistical tools. The relative efficiency index is a better 

measure of efficiency and more powerful than the standard error and the root mean square error. Moreover, the Euclidean Distance is a 

sufficient measure of relative efficiency and appropriate for evaluation of trend of performance of techniques across levels of missing 

data. All techniques evaluated performed relatively more efficient at lower percent of missing data; therefore, the efficiency of the data 

imputation techniques decreases with increasing proportion of missing data. The Regression Estimation technique is the most stable and 

efficient method for intermediate and high density missing data; while the Mean Substitution and Multiple Imputation technique are most 

efficient for low density missing data.  

 

KEYWORDS: TWO-WAY UNBALANCED DESIGN, REPLICATION, MISSING DATA, MONOTONE PATTERN OF MISSING DATA, 

IMPUTATION TECHNIQUES. 

 

2.0 INTRODUCTION 

 

Nowadays, Statistical researches are growing increasingly more multileveled and complex, and expectedly the designs of experiments are 

often unbalanced: treatments are often not orthogonal to blocks [11]; therefore, not all homogeneous block units have all replicates of all 

factor levels. Missing data result from random developments which the researcher has little or no control over; they are usually major 

constraints that may result in outright collapse of researches in spite of expended time and cost. The analyst only has to manage missing 

data and associated setbacks through the missing data methods to prevent research failure. Missing data problems present, superficially, 

as loss of some vital information about the study population so that the experimental data lack representation of the population of study 

resulting, therefore, in bias analysis with a rise in the likelihood of type1 and type II errors [2].  

 

Moreover, major constraints stem from incomplete data: the problems vary in difficulty with the complexity of the design and degenerate 

with the proportion and the mechanism of the missing data. There is loss of an error degree of freedom for each missing datum [2]. The 

analysis may likely collapse when the ratio of the missing data to the available data is quite high; or, at least, according to [2] the 

precision, efficiency and power of the test statistic are lowered with high standard error (bias). Thus, the standard statistical tools are less 

adequate [13] for unbalanced designs. More so, [6] noted that the different missing data techniques differ in performance efficiency under 

the different patterns of missing observations: the challenges are relatively easier to manage when and where data miss at random (MAR) 

or completely at random (MCAR), a pattern described as monotone.  

 

An intricate problem associated with unbalanced design is in connection with the formulation of F-ratio of the analysis of variance. The 

F-ratio cannot be formulated when the model is either fixed or mixed except for the variance components model according to the Welch-

Satterthwaite equation. The question arises therefore what happens when the model is fixed or mixed in spite of the expended time, cost 

and resources? However, [4] developed a common denominator for unbalanced two-way interactive random model. The non-integer 

degree of freedom, as a result of using Welch-satterttwaite equation, was resolved to integer value by removing the interaction from the 

model. This led to the formulation of the F-ratio using the mean square error (MSe) as the common denominator for testing for the main 

effect. 

 

A reliable approach in handling missing data problems is the use of imputation methods which impute estimates for the missing 

observations; some of the methods include the single methods: Mean Substitution (MS), Regression Estimation (RE), Last Observation 

Carried Forward (LOCF), Hot Deck (HD) approach, Nearest Neighbour Imputation (NI) and Expectation-Maximization (EM) algorithm; 

the Multiple Imputation method and the Model Based Analysis methods comprising Kernel Smoothing and Universal kringing [20]. But 
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they vary in their estimations and efficiencies of estimation of the missing data under the different missing data patterns, and differing 

sizes of the missing data. Moreover each has unique advantages and drawbacks. Nevertheless, the task of making unbalanced design 

balanced with minimum estimation error and the imputed dataset thereby representing the study population is of foremost interest in the 

design and analysis of experiments, hence this research assesses the efficiency of a number of missing data imputation techniques, under 

the experimental assumption that the missing data followed the monotone pattern, to determine the most suitable imputation methods for 

handling problems of unbalanced design for a given missing data density. 

 

3.0 METHODOLOGY  

 

In order to meet the theoretical assumption of Normality for Analysis of Variance, normally distributed data were simulated in three 

replicates per cell. The complete dataset was randomly arrayed to 5%, 10%, 15%, 20% and 25% incomplete datasets, respectively each 

with monotone missing pattern. Therefore, the data for this study comprises a simulated normal 180-point dataset and five incomplete 

datasets with three replications of treatments per block-unit and of monotone pattern of 5%, 10%, 15%, 20% and 25% missing values, 

respectively.  Let the observations be represented by the following data matrix 
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Research methods, which assume the monotone pattern of missing data, employed in estimating and imputing for missing data comprise 

one ancient, the Mean Substitution (MS); one intermediate, the Linear Regression Estimation (RE) and two modern methods, the 

Expectation-Maximization (EM) Algorithm and the Multiple Imputation (MI).  

 

3.1 The Mean Substitution (Ms) Technique  

 

The mean of every cell observations was imputed for the missing values of the variable in the cell. Hence, for any variable j in the ij
th
 cell 

with the k
th

 replicate missing, MS imputes an estimate;  
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3.2 The Linear Regression Estimation Technique  

A regression model is fitted for any samples, m of the replicate 1 of any variable Yj missing, the replicate with the missing data is taking 

as the dependent, yij1 and the two co-replicates as the independent (X). According to [14] and [18], the missing data are predicted as 

follows from the model:  

 
 

 

 

 
 

3.3 The Expectation-Maximization (EM) Algorithm 

 

According to [21], the algorithm is used for computing the maximum likelihood (ML) estimates, in the presence of missing data, of the 

model parameters for which the observed data are most likely. It consists in two processes, which iterate until convergence occurs and 

increases the likelihood at all iteration: 

The expectation or E-step in which the missing data are approximated based on the conditional expectation given the observed data and 
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the current estimate of the parameter. 

The maximization or M-step, which maximizes the likelihood function on the assumption that the missing data are known, already 

estimated from the E-step. 

 

Let Z be a random vector of missing data variables, z a given variable with missing data, x a vector of the missing values and θ, a model 

estimate for x.  we wish to find the maximum likelihood (ML) estimate θ (optimal value of x, defined L(θ)) for which p(x|θ), the total 

probability of a most likely estimate for any missing data is a maximum, according to [21] can be defined in terms of Z as, 

 

 

 
 

3.4 The Multiple Imputation Method 

 

With the interest to preserving such important characteristics as the mean, the variance, the regression parameters, etc of the dataset as a 

whole, m >1 linear regression models are set up for every variable with missing data regressed on its covariates to create m plausible 

datasets which maintain the overall variability in the population while preserving relationships with other variables. According to [21], 

this restores the natural variability in the missing data and incorporates the uncertainty caused by estimation, as well as achieves 

maintenance of the original variability of the missing data by creating imputed values based on variables correlated with the missing data 

and the causes of missing of data. The Process consists in three iterative steps: 
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4.0 Data Analysis and Discussion  
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Summary of Findings 

 

The Mean Substitution method, followed by the Expectation Maximization method, was most efficient at five percent level of missing   

data. 

The Multiple Imputation method, followed by the Regression Estimation was most efficient at ten percent level of missing data. 

The Regression Estimation method was most efficient at fifteen, twenty and twenty-five missing data levels. 

The Euclidean Distance trend-plot shows that the Mean Substitution, Regression Estimation and Expectation Maximization techniques 

except the Multiple Imputation fell in their performance efficiency with increase in missing data percentage; therefore, the performance 

of Multiple Imputation method improved steadily at higher missing data levels.  
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In concise terms, we conclude that the Relative Efficiency Index is a better measure of efficiency because it uses the ratio of the 

Euclidean Distances between estimates of the respective methods and that of the balanced data; thus making it more powerful than the 

standard error and Root Mean Square Error.  

Moreover, the Euclidean Distance measure is easier than and as efficient as the Relative Efficiency index in measuring the relative 

efficiency of missing data techniques and their trend of performance across the levels of missing data. 

 

All techniques evaluated performed relatively more efficient at lower percent of missing data except for the Multiple Imputation; 

therefore, the efficiency of the data imputation techniques decreases with increasing proportion of missing data.  

The Mean Substitution and the Multiple Imputation methods are most efficient for low density missing data. 

The Regression Estimation is the most efficient method for intermediate and high density missing data. 

 

5.3      Recommendations 

 

In line with the results of our effort so far, we wish to make the following recommendations: 

Scholars and researchers should use the Euclidean Distance measure and the Relative Efficiency Index as measures of the efficiency of 

data imputation methods. 

The Regression Estimation method should be used in preference to other data Imputation techniques for intermediate high density 

missing data. 

For low-density missing data, Mean Substitution and Multiple Imputation techniques are most appropriate; but, the Mean Substitution is 

preferable for imputing for missing data at low missing data levels. 

Interested researchers should use higher percentage of missing data, higher data size and/or different sizes of experimental variables to 

evaluate the performance of the data imputation techniques. 

For a further work on this study, interested researchers may determine a possible division between low-density and high-density missing 

data to enhance choice of suitable data Imputation Techniques for any given case. 
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